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ABSTRACT

The methods are proposed for simultaneous detection of number, position and
wave front form for antenna focusing on numerous emission sources without of
traditional scanning of the space with the help of linear or two-dimensional an-
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gressive moving average (ARMA) methods of received signals spectrum model-
ing and new regularized parametric target model fitting (PTMF) approach. A com-
puter simulation data are presented.
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1. The Introduction

The AAD radar protection against anti-radar missiles and other high-accuracy weap-
ons is the actual task. The best way to decide it is to keep the radar transmitter being
turned off. In order to make it possible till some time the intraduction into radar of the
passive information channel is needed. The development of new approaches of pas-
sive radar design leads the finding of the number of new methods of passive detec-
tion, angle bearing and tracking. Some of them, for example, the methods using the
full problem of correlation matrix’ eigenvalues solving are not so useful for practice
because of strong dependence of coordinates (bearing) estimation accuracy upon
the decision on the number of tracking targets exactness. As for us, the better and
more natural way is to make this decision by the standard threshold procedure as the
first, and to use the simple adaptation algorithms as the second. So, we have: to de-
tect the number of targets in passive mode (with the use of the own target illumina-
tions), to track them and to estimate at least, the angles of the target (azimuth
or(and) elevation, for example).

Our researches detected the possibility of using of special Adaptive Antenna Arrays
(AAA) with:

1) the processors based on the spatial spectrums of received signals model-
ing by the rational transfer functions;

2) the processors based on the parametrical modeling of received signals.

In this paper because of absence of the enough room we'll describe only the bearing
and tracking components of discussed problem. The task of detection will be dis-
cussed separately.

2. The Theory

Let's begin reviewing the first direction. Among the methods of given direction it is
expedient to allocate modeling of a spectrum of spatial frequencies of received sig-
nals by a model of an autoregression (AR) Kostromitsky et al [1,2,4] and autoregres-
sion moving average (ARMA), Kostromitsky, Zaitsev [3]. If the signal of each source
has a narrow-band spectrum which is not overlapped with spectra of remaining sig-
nals, and spatially — uncorrelated noise is rather small, the resulting spatial spectrum
of antenna’ received signal has a brightly expressed spades character. Thus, the po-
sition of some peak on axis of spatial frequencies characterizes both angular position
of the appropriate radiation source, and the phase-to-amplitude distributions- (PAD)
on aperture of an antenna system, generated by this radiation source.

So, let the input signal of a N-element linear equidistant antenna array be presented
as an AR-process, order M, where M — an amount of radiation sources (or their ex-
pected amount).

M
8 ==y oS, M
m=1

and S;— the received signal of i-th element of antenna array.
In this case, as shown in (4), the spatial spectrum of an input signal S(z) can be pre-
sented as
S(2)= e 2
@) (2)

where
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Zm . -the roots of A(z) polynomial, z = exp(-ikdsing), k=7’r - the wavenumber, d-
i

interelement spacing of an array, 6 - an angle of a deviation from the normal to array
center.

As it is visible from (3), the transfer function of a bleaching input signal filter A(z) de-
scribes the pattern forming circuit (PFC) of AAA. This function is possible to be pre-
sented as transfer function of a m-cascade discrete differentiating filter, output signal
of which has an aspect to within insignificant factor:

e(z) = A(2)S(z) = }Za —w,z)8(2). (4)

Passing in (4) from an image to a pre-image, it is simple to achieve an expression of
a signal of n-th the element of m-th the cascade of spatial derivation

S,:=8

N
mn m-n

o WmSm—-l.n-I ' (5)
where Sm.1,and Sp.1, — signals of n-th and n-1-th output elements of the m-1-th cas-
cade of spatial derivation. The structure of PFC, realizing (5), is shown on fig.1a, itis
a well-known Davies beamformer, Hudson [8].

Thus the bleaching (in relation to a spectrum of spatial frequencies of an input sig-
nal) filter is a spatial differentiating filter of the order M, representing, in case of the
discrete aperture, by some PFC with complex weight factors. Each weight factor wp,
module determines a width, and its phase — a position of rejection zone in the field of
spatial frequencies. Thus the factors ¢y, can be defined under the Vieta formulas for
weight factors wp, )

Thus, the posed problem is reduced to the definition of weight factors wm realizing a
bleaching spatial filter for an input signal. Let's consider a solution of this problem by
methods of the theory of an optimal filtration. Let's copy expression (1) as:

S=SCW)Y+&@), (8)
where S=1{S,,5,..5, . }" - the vector of an input signal,
83,85 Sun

§'=183,80,-Su2 |

Sn-sn-Sy

Cw)={C,.C,...C,, } -vector of Vieta factors, being a nonlinear function of weight
factor # = {w,,w,,.wy, }T ,£(r)- noise of observation with a correlation matrix N, .
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For the definition of the optimal meaning of W, the linearization of the observation

equation (6) is needed. Let's decomposz it in a point of an evaluation W in a Taylor
series and limit the first two terms, Goryunov, Soskovets [5]:

S=HW +U+£&@1), (7)

aC

where H = S’aW - linearizing matrix, U/ = S'C(W)~ HW .

1 W=

Choosing a widely spreaded mode! of Wiener process with the egquation of a condi-
tion

dw
— =7,
- 7(1)

where 5(r)- is a complex white Gaussian noise with a correlation matrix A, is simple
to achieve the equation of an optimal filtration of the weight vector

W RHNE (8)
dt g

and equation of a correlation matrix of errors of a filtration

dR o
=N, —RHNZHR, (9)

where F = Sf.S"(.‘(w“’)v output PFC signal, representing an instantaneous error of a
prediction of an input antenna array signal, + - a symbol of Hermitian conjugation.
The expressions (8) and (9) completely describe the adaptation algorithm of AAA
based on AR-modeling of input signal' spatial spectrum. However essential short-
ages caused by the need for significant signal-to-noise rations in input signals
(10...20 dB on the antenna element) are inherent in the given approach. The applica-
tion of ARMA —'modeling allows to lower the requirements to a power level of input
signals, but thus a realization of a signal processor, (fig. 2) becomes considerably
complicated. Besides the unremovable problems of the AR- and ARMA-modeling
approaches are:

1) a difficulty of passage to two-cdimensional antenna systems, that is con-
nected to necessity of operation of an identification of bearings;

2) a difficulty of the transformation of a problem solution for the Fresnel dif-
fraction zone operation;

3) an essential dependence of an adaptation time upon a correlation proper-
ties of received signals.

Natural direction of AAA processors perfecting, in these conditions, is the passage to
parametrical modeling of accepted signals. It is known as a parametrical target model
fitting, Nickel [7], that under condition of fuil received signal correlation in borders of
an antenna system the input antenna array signal can be noted in the following as-
pect
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Z =SW)+ &) =FW, +&(1), {(10)

where S(W) — the vector of a useful signal, being a nonlinear function of a vector of
parameters W,
W= {WX,WPW" W, }T - vector of parameters consisting of vectors, describing an angu-

lar coordinates x, y, distance R and complex amplitudes a of the radiating sources in
a basic adaptive antenna array channel;

F — “instantaneous” phazor matrix, composed of Wy, Wy, Wr vectors.

Considering a problem of the definition of a parameters vector Won an received field
Z as an inverse problem of a radiation Goryunov, Soskovets [5], being a nonlinear
incorrect problem, it is expedient to use the methods of the theory of a solution of in-
correct problems, Bakushinsky, Goncharsky [6]. In this case, received signal Zis
subjected to transformation by the regularizing operator R, in a form of

y=RZ=|H'H+a]'H'Z, (11)
where H =2%! |
L WeW
a - the regularization factor which is matched to the spatially-uncorrelated noise ¢
power.

In this case, the gradient adaptation algorithm has an aspect:

dw -

W _ Rz S0 (12)
dt

where - amplification factor chosen from conditions of the desirable dynamic prop-

erties.

Takirg into account, that S(#)is a known signal,

) . 0
R,S(H)~ lim R, S(O7) :[VJ (13)

Substituting expression (13) in (12), we shall receive the final operating algorithm of a
regularized AAA processor, which structure is shown on fig.3:

daw 0
o y{an - [W;}} (14)

Synthesized regularized adaptive processor has obvious physical treatment. Let's
consider in a linear approximation a transformation of an input signal S(W), decom-
posing it in Taylor series and limiting linear terms:

R,SO¥)~ R [S00) + HO¥ — 1)) F’lp—yﬂ] (15)
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where Wk — unenergetic components of a vector of parameters W (everything, except
W)
For example for trivial array in a Fraunhofer diffraction zone

WX = WX N
RSW)=\W,-W, | ’ (16)
W

a

Obviously, that in this case (expression (14)) the output signal of a regularizing op-
erator has three groups of components:

1) W, — is a true factorized estimaticn of the complex amplitudes of radiating
sources signals, permitting to treat the appropriate outputs as the output signals, ob-
tained from the independent PFC with the antenna patterns, maxims of which are
oriented on the “own” stimulus sources, and in direction on remaining radiants have
falls. Obviously, the signals from these outputs can be subjected for temporal proc-
essing, .

2) W,-W.and W, -, -the outputs of “differential’ PFC for x and y coor-

dinates accordingly.

Such a representation of a signal, transformed by the regularizing operator R, allows
to consider the synthesized regularized AAA processor shown on fig.3 as multichan-
nel adaptive analog of the classical direction finder with a phase instantaneous com-
parison of signals.

3. The Computer Simulation results

During a computer simulation of the developed algorithms of a multibeam detection
both self-focusing the quite satisfactory outcomes were achieved for AR-modeling
algorithm (the example resuit is shown on fig.1b), and for the PTMF algorithm — on
fig.4a. The simulation was carried out in the identical conditions of simultaneous work
with five targets, the true position of the targets is shown in terms of interelement
phase shifts by dashed lines on the lower graphs The advantages of PTMF-
algorithm are obvious.

The example results on two-dimensional PTMF-processor computer simulation is
shown on fig.4b. The left column of digits on the lower graphs determines the proc-
essor degrees of freedom number and the right column — the number of a target. Ob-
viously, the confusing of x and y interelement phase shifts estimations for each target
is impossible.

4. The Conclusion.

In an outcome of the brief review of several types of the AAA processors it is possible
to make a conclusion, that most acceptable for a practical realization and meeting the
requirements to passive radar system, nowadays is represented as a regularized
PTMF processor. In the cases when only one angle for example, for the energy fo-
cusing in Fraunhofer diffraction zone is needed, the AR- and ARMA-processors have
an advantage because of their simplicity.
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