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4 	 ABSTRACT 

The modelling of large dynamic systems very often leads to 
linearized models of the form 

• 
X =AX+BU 

with the state-vector XE Rn, the input-vector U s RP and mat-
rices. A and B of appropriate dimensions. However, the large-
ness of a technical process often results in a high order n of 
the model 	. Therefore these models may be very difficult to 
employ for simulation or control design. To circumvent the 
drawback of high order, many authors suggest the application 
of order reduction techniques. 

The previous work in the area of order reduction suffers from 
the following main drawbacks: 

1. Most of the methods rec.uires a priori knowledage of the be-
haviour of each state variable, which is not always known; 

2. The level of parcentage error associated with order reduc-
tion is not indicated; 

3. The effect of the imaginary part of sigenvalues has been 
neglected. 

The present paper introduces a new method for simplification 
of linear dynamic systems. The level of percentage error is 
calculated and the effect of the imaginary part of the sigen-
values is considered. The determination of significant and 
less-significant state va:iables does not require a priori 
knowledege of the nature of the state variables. The method 
is tested through its apE.ication to a dynamic model of a 
synchonous machine . 

* Associate Professor, E:cctrical Power & Machines Dept., 
Faculty of Engineering, Cairo University, Cairo Egypt. 
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INTRODUCTION 

The modelling of large dynamic systems by the aid of physical 
laws very often leads to linearized models of the form 

X =AX+BU 
	 (1) 

with the state-vector X C Rn, the input-vector U C 
RP  and 

matrices A and B of appropriate dimensions. However, the 
largeness of a technical process often results in a high 
order n of the model (1). Therefore these models may be very 
difficult to employ for simulation or control design. To 
circumvent the drawback of high order, many anthors suggest 
the application of order reduction techniques. 

The order reduction has been achieved by dividing the origin-
al system into a number of components and the reduction pro-
cedure is applied to each component separately [1,2,3]. The 
individual reduced order models are combined to get the final 
model. The order reduction of each component is achieved by 
the elimination of those state variables associated with the 
non-dominant eigenvalues (farthest from imaginary axis). The 
effect of imaginary part of the eigenvalues has been neglec- 

ted. 

Chidambara F4] obtained the reduced order system by dividing 
the original state-vector X in eqn 1 into dominant and non-
dominant state vectorsx1 and X4 respectively. The reduced 
order system is obtained by setting X =0. The method does 
not indicate how the order of X1 is determined. 

The Hurwitz polynomial approximation [5] and Routh approxi-
mation [6] have been used in order reduction of dynamic sys-
tems. This approach dos not give a definite rule for the 
determination of the order of the final reduced model. 

Yu and El-Sharkawi [7] obtained the reduced order model using 
an iterative parameter estimation approach. An error cost 
function of a quadratic form has been employed. The final 
reduced order model depends on the weighting matrix conta- 
ined in the cost function. 

Verghece et al[8]developed a new approach termed "selective 
modal analysis". The method requires a priori Knowledge of 
system modes to be retained in the reduced order model, which 
is not always known. 

The previous work in the area of order reduction suffers from 
the following main drawbacks: 

1. Most of the methods require a priori knowledge of the be-haviour of each state variable, which is not always known. 

2. The level of percentage error associated with order reduc- 
tion is not indicated. 
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3. The effect of the imaginary part of the eigenvalues has 
been neglected in most of the methods. 

The present paper introduces a new method for order reduction 
of dynamic systems. The level of percentage error is calcula-
ted and the effect of the imaginary part of the eigenvalues is 
considered. The determination of significant and less-signifi-
cant state variables does not require a priori knowledge of 
the nature of the state variables. The method is tested 
through its application to a six order model of a synchronous 
machine. 
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The Jordan transformation is given by: 

X = P Y 	 (3) 

where P is the modal matrix of A containing n-independent 
eigenvectors corresponding to n distinct eigenvalues. 

Equation 3 is rewritten in the form; 
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where, 

[D1 	
0 	1 	LR

1 

= P-1 AP and R = 

0 	D2 	
R2 

= P
-1
B 

1 

The diagonal matrix D is given by; 

D 	= 	diag. 	(X / 	, 	X 2 	,...., 	an) 
(6) 

such 	that 	Re 	(Xi) 	> 	Re 	(Xi4.1),'for 	i=1,2,.., 	(n-1) 

From eqn. 	5, we have; 

Y1 	
= D1 

	y1 
	
+ R1 	

U 

Y2 	
D2 

Y2 
+ R2 U 

Assuming Y2  = 0, yields; 

2 = - D21 
	R2 U 

where Y2 is the approximate value of 	
Neglecting the 

which in Y, 
dynamics of Y2 	(i.e.,2 =0) 	produces an error in 

turn leads to an error E in X as given by; 

E 1 
-x1 	- R 

P11 	P12 
0 

(8) 
E= 

E2 
X2  - R2 P21 	

P22 2 - 2 

where, 

Ri  
P11 	P12 1 

(9) 

P21 	22 . 2 

)(1, X2, 	and Y2 	are the approximate values of X1, 	X2, 	Y1 

and Y2, 	respectively. 

Derivation of Absolute Error Formula 

The norm of the error vector E (given by eqn. 8) is 

1( Eh 	.11 Ny2  - 'i2)11 

Using the norm properties , eqn. (10) becomes; 

HE II <  HP 2-Y2  

where, Y 
	

D t 	t D2(t-s) 2  

2 
= e 	

R2  U(s) ds 
o 

Y2(o) + f e 	2 

(10) 
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Y2 = -D2
1  R2 U 6 	 and 	 (12) 

	

D2t 	t D2 (t-s) 	-1 Y,.--Y.,= e 	(o1+ f e 	U(s)ds+D, R U 	(13) 

	

2 2 	Y2 	 R2  2 2 o 
Assuming a constant input vector U = U0  withll U0 11 =4, gives; 

H Y 	H =II e 
D2t 

	

2 2 	Y2 (o)+D2
1  eD2tR2  U o 

	

<11 e
D 	

11Y2(0) II +II D21  II 	Ile
D2t 

 H 11R211 
2

t 
H 

The norm of e 2  is given by 

II 
D2t 	am+1t 

e 
where m+1- is the real part of Am.+1 
The norm of D2

1  is given by 

II D21  h = min I A. 1 	m+1 < i < n 

D,t 
Substituting forll e 	and II 

1 in eqn. 14, gives 

a i t 
H Y2- 211 <le 111+'  I 	[11 Y2(0) 11 	minllx

I 1iz211

m+1<i  <n 1  (15)  ) 

Substituting forll Y2-Y2 Ilfrom eqn. 15 into eqn.11, yields; 

t 	 1 2  
II Ell <H P 	le 111+

i

1  I [II Y2-  (0 ) H 	miniA i l , m+1<i<nj (16) 

Normalization of the Error 

The error norm is normalized to get the relative error with 
respect to the norm of the exact value of the state vector. 

The Y and X vectors are related by: 

Y = P-1  X 

Taking the norm of both sides, gives; 

II Yll 	P 	1 11 	11X II 
From eqns. 11 and 17, we obtain 

11E11 	PH HP-1 11 11x11 11Y2-Y211 
	

(18) 

u.1 
	

(14) 
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Dividing both sides of eqn. 18 by H xH IIYH , 
gives 

	 _<.11 Pil 	H 
H E 	H ll

II 	
HY H 

The solution of eqn. 5 (for U = U0), is 
given by; 

Y(t) = e
Dt Y(o)+D

-1(e
Dt- I) RUo 

Taking the norm of both sides, gives 

H yH 	e
Dt Y(o)+D

-1  (e
Dt 

Substituting from eqns. 15 and 20 into e
qn. 19, yields; 

H R 	4 
2  

Y2(o)ll+ minlA il,m+1<i<nl  

	< cond.(P) 	 II 
X 	H e

Dt Y(o)+D
-1(e

Dt-I)RU0 

where cond (P) =II Pll H p-1
H and is called the conditiofactorn number 

number of P.For certain values of m, Y2(o) and 4
, the  

H 12.)H 	4 

1,m+1<i<n [HY2(°)  H 	min 
	 ] is constant with respect 

 a 
to time. On the other hand, the factor e m+1 is continuously 
decreasing as t increases. The effect of the imag

inary part 

of the eig
envalues is taken into account in the term minlX il, 

m+1 < i < n . 

ORDER REDUCTION PREOCDURE 

To dermine the order m of the reduced model, the bounded 
value of the relative error ll Ell /II )01 is calculated for 
different values of m (1,2,....,n) and for the time interval 

of interest. Fig.(1) g
ives a flow chart showing the main steps 

of the proposed order reduction procedure. The final state 
space form of the reduced model is given by; 

Xr 
= Ar

Xr 
+ Br 

U 

where Xr  is m-dimensional vector containing the si
gnificant 

state variables. Ar  and Br 
 are mxm and mxp coefficient matr-

ices, respectively. The Ar  and Br  matrices are 
given by; 

-1 
Ar 

= P11 Dm 
P11 

Br = P
-1 
11 

0 l t 
le m1- I l[l 

(19)  

(20)  

(21)  

and 

is an mxm matrix defined by eqn. 4 

is a diagonal matrix containing the first m eigen- 

where 

P11 

L 
Dm 
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Determine the eigenvalues and 
the corresponding eigenvec-
tors of the matrix A 

Form the matrix D=P
-1 AP with D=diag. 

(X 	,X
2' 
 ....,Xn) 	

and 	Re 	(X i+1
)

5- 	
Re 	(X i

), 
 

i= 	1,2,....,n-1 

Calculate R2 
and 

= 1 up to m = 

1 for ailm from min!x. , 
1 	i l 

m+1<i<n - 	_  
n 

L 
! 

Evaluate % error 
II
- 

Hx H 
different values of 
the time interval of 

for the 

m and for 
interest. 

I 
Determine the value of m which satisfies 
the desired error level 

v 

Calculate A r  ,Br 
 where 

	

-1 	-1 

	

Ar=P11
DmP11 	and Br

=P11S 

Fig. 1 Computation procedure of the proposed order 
reduction method. 
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values stored in the D matrix 
is an mxp matrix containing the first m rows of P

-1B 

matrix. 

ILLUSTRATIVE EXAMPLE 

In order to illustrate the order reduction procedure the 
proposed method is applied to a six order dynamic system, of 

the form 

X = AX + RU 

where the A and B matrices are given by 

0 	1 0 	0 0 	.... 0- 

0 	-23.4 37.4 	-53.48 88.1 0 

235.9 	0 -43.2 	39.25 431.75 0 
A = 0 	0 0.98 	- 	1.18 0 314 

-207.2 	0 -637.8 	294.4 -15.7 U 

4.414 	0 
_ 

18.69 	-16.98 -3.21 -2 

B
t [0 	0 	0 	0 	0 	2 

The eigenvalues of the A matrix are 

A 1:2 = 
1.72 	± 	j 50.47 

1
3 

= -3.136 

1
4  

= -20.34 

= -29.244 ± 	j 	527.127 
5,6 

Fig.2 shows the variation of the bounded value of the rela-

tive error  II Ell a XII for different values of m ( y(o)= U 

and H UH = 1). 
It is seen that for a relative error of 5% 

and for m=3, the correponding time interval is 0.45 <t<00 . 
For the same error level and for m=4, the time interval be- 

comes 0.05 < t <00 

Fig.3 shows the time response of X1 for m=3, m=4 and r=n=6. 
It is seen that m=4 gives a time response close to that of 
the original system (m=n=6). Other state variables have shown 
similar dynamic behaviour. 

CONCLUSION 

A new method for order reduction of linear dynamic systems 
has been proposed. The method takes into account the effect 
of the imaginary part of the eigenvalues and the percentage 
value of the relative error associated with the reduced 

system. 

The capability of the method has been tested through its 
application to a six Jrder linear dynamic system. 

_J 
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Fig.( 2) Time Response for U (t) 	 Unit Step 
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