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PERFORMANCE OF MINIMUM VARIANCE CONTROL SYSTEMS 

M. A. KOUTB*  

ABSTRACT 

The performance of minimum variance control systems using 
controllers performing with different sampling intervals is 
considered. The controller considered is the generalized 
minimum variance controller. The analysis is carried out 
using the simulation technique. Two simulation models are 
presented to solve this problem. The presented simulation 
models are applied on a set of processes identified using 
different sampling intervals. The results are compared by 
evaluating some performance index defined for the discrete 
output and input. The performance of the minimum variance 
control systems is explained in the extreme cases. These 
cases include very samll sampling intervals compared with 
the smallest time constant of the continuous process and 
very large sampling intervals compared with the smallest 
time constant of the continuous process. The performance 
using sampling intervals comparable to the smallest time 
constant of the continous process is explained as well. 

INTRODUCTION 

The choice of sampling interval is one of the most important 
design decisions for discrete-time control systems. This is 
because it is the main factor influencing control performance 
for any choice of control algorithm Janiszowski [1]. The 
influence of sampling interval on the performance of control 
systems using the discrete parameter-optimized controllers, 
deadbeat controllers and state controllers has been invest- 
igated by Isermann [2]. 	However, Isermann does not discuss 
the influence of sampling interval on the performance of 
minimum variance control systems. The minimum variance 
controller is easy to derive from an identified model of the 
pystem. It is also suitable for use in self tuning control 
Astrom [3]. To determine the influence of sampling interval 
on minimum variance control by means of simulation, it is 
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rnecessary to compare the input/output variances for controllers1  
performing with different sampling intervals. It is assumed 
that a discrete-time linear dynamic shochastic model has been 
identified from data collected using sampling interval;referred 
to as the basic sampling interval and denoted Ts. The param-
eters and structure of this model can be calculated for the 
integer multiples of the basic sampling interval, i.e. hTs, 
where h is an integer number. The paper presents two simulat-
ion models for the calculation of the input/output variances 
of the controlled processes for sampling intervals that are 
integer multiples of the basic sampling interval. In the 
first simulation model, the input/output variances for diff-
erent hTs  are calculated using the input/output observations 
and models for the corresponding hTs. In the second simulation 
model, the input/output variances for different hTs  are calcul-
ated using the input/output observations and models for the 
basic sampling interval but the controller is designed for diff-
erent sampling intervals and supplied by output measurements 
corresponding also to these sampling intervals. The proposed 
simulation models are applied on a set of processes identified 
using different basic sampling intervals. The results are 
then compared on the basis of the discrete output and input 
variances. 

PROCESS MODEL 

Consider a single-input single-output linear dynamic stochas-
tic process whose model has been identified from data collec-
ted with sampling interval Ts. This model can be represented 
by the following difference equation 

y(i) = z
-k B(z-1)z-1) 

u(i) + Ci 	e(i) 	(1) 
A(z-1) 	A(z-1) 

where, y(i) is the output signal at instant i, u(i) is the 
input signal at instant i, z-1  denotes the backward-shift 

operator i.e., z-1 y(i) = y(i-1), k is the dead time of the 
identified model and e(i) is white noise of the type (0,X2). 

A(z-1), B(z-1 ) and C(z-1 ) are polynomials defined by 

A(z-1) 	= 1 + a1 z
-1 + 	 + an  z-n 

B(z-1) = bo  + b1 z
-1 + 	+ bn z-n  bob 0 

	(2) 
-n 

C(z-1  ) 	= 1 + ci z-1  + 	 + c z 

C(z-1 ) is allowed to have roots only on or within the unit 
circle, Astrom [4]. In the following we will denote the 
second term in the R.H.S in (1) by d(i), i.e., 

C(z-1)  
d(i) 	e(i) 	 (3) 

A(z-1) 

The minimum variance contr21 algorithm for the process descr-
ibed by (1) is given by, Astrom [4] 

-G (z
-1 )  

u(i) = 	 y(i) 	(4)

-1B z 	) F(z-1 ) + Q C (z
-1) 
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where Q is a weighting factor, F(z-1 ) and G(z-1) are polynomial] 
determined by the identity 

-1 
C(z-1  ) 	= A (z-1  ) F(z-1  ) + z

-K G(z 	) 	(5) 

and, 

F(z-1) 	= 1 + f1 z
-1 	z-(K-1) + 	 + fK-1 	(6) 

G(z-1) 	= g + g1 z-1 + 	+ g 	z-(n-1) 
1 	n-1 	(7) 

where K = k + 1 is the time delay of the control loop including 
the controller as well, Koutb [5]. 

SIMULATION MODELS 

In the following we are going to calculate the input/output 
variances of the controlled process for the basic sampling 
interval for which the model has been identified, i.e., Ts  
and to do the same task for the integer multiples of the basic 
sampling interval, i.e., hTs  (h = 1,2,...) using simulation 
technique. 

To calculate the input variance for the basic sampling int-
erval Ts, we have to calculate the parameters of the cont-
roller using (5), (4) is then used to calculate u(i). The 
input variance is calculated using the following equation 

N 
var u(i) 	- 	1 	E 	[u(i) - u]2 	(8) 

i=1 
where N is the number of samples used and u is the mean of 
u(i). 
The process output at instant i is given by 

y(i) = y (i) 	d (i) 	 (9) 

where y(i) represents the output of the deterministic part 
of the identified model and d(i) represents the output of 
the stochastic part of the identified model at instant i. 
The output variance is calculated using the following equation 

N 
var y(i) = N 	E 	[y(i) - y]

2 
	(10) 

i=1 
where y is the mean of y(i). Fig. 1 illustrates the case. 

As the sampling interval is an integer multiple of Ts, it is 
possible to formulate two simulation models for the calcul-
ation of the input/output variances of the controlled process. 

The First Simulation Model 

This model is illustrated in Fig. 2. The parameters of the 
deterministic part of the identified model and those of the 
stochastic part are calculated for h = 2,3,..., using the 
algorithm described by Niederlinski [6]. The parameters 
of the controller for a given h are calculated using the 
parameters of the deterministic and stochastic parts calc- 

ulated for the corresponding h. -J 
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Fig.1. Minimum variance control 

0(z1)  
Bli1lF(111+0,C(111 yr(i)=0 

simulation 

model using the basic sampling interval Ts  

The input variance is calculated using the following equation 
N 

1 	- 
var u ( i) h  - 	N 	E 	[u(i)h - uh]

2 	 (11) 
i=1 

where u(i)h denotes the control signal at instant i,_this 
control signal is calculated every hTs  interval and uh is the 
mean of u(i)h. 

hTs 	)c 

u(i h 0011  

ch(4) 

y(i)h  

Ah(zill) 

d(i)h Bh\z 
11
i z-P 

h 

is 

011(411 ) 
B (z)F Vh1 )+C1 C (21) hhh 	hh 

yr(i)-0 

Fig.Z. Minimum variance control simulation model 

using integer multiples of the basic sampling 

interval Ts 
for both process and controller 

The output variance is calculated using the following equation 
N 

var y(i)h  = 	
1 	

EY(i)h 	/71132 	
(12) 

i=1 
* 

where y(i)h = y(i)h + d(i)h where y(i)h and d(i)h denote the 
output of the deterministic part and the output of the stoch-
astic part respectively at instant i, these outputs are calc-
ulated every hTs  interval and yh denotes the mean of y(i)h. 

The disadvantage of this model is that we are lossing infor-
mation by calculating the output variance only at the new 
sampling instants and not between them although it is poss-

Lj_ble to calculate the inpat/ output variances always for the 
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basic sampling interval. The next model explains this idea. -1  

The Second Simulation Model 

This model is illustrated in Fig. 5b. 	The prcoess model corr- 
esponds always to the basic sampling interval no matter for 
what sampling interval we do simulation. The parameters of 
the controller are calculated exactly as in the previous model, 
i.e., for each different sampling interval. To interface the 
process model with the controller, it is necessary to introduce: 
A. A discrete sampler, which samples at hTs  the output already 

sampled with Ts. 

B. A discrete extrapolator, Fig. 3ai which supplies the 
process with the same control signals for each Ts  subint-
erval of the hTs  sampling interval. 

The deterministic and the stochastic parts of the identified 
model at the basic sampling interval are then used to calcul-
ate yb(i) and d(i). The output observation at instant i is 
given by 

yb(i) = yb(i) d(i) 	 (13) 

where yb(i) is the output of the deterministic part and d(i) 
is the output of the stochastic part at instant i. 	These 
outputs are calculated every Ts  interval. 

The output variance is calculated using the following 
equation 

1 var yb(i) 	= 	N 	E 	[11b(i)  - YID]2  i=1 
where 	denotess the mean of yb(i). 

The input variance is calculated using the following 
equation 

N 
1 	- 

	

var ub(i) = 	N 	E 	[ub(i) - ub]
2 	

(15) 
i=1 

where ub(i)is the output of the extrapolator at instant - i and ub  is the mean of ub(i). 

The main advantage of this model is that we can always cal-
culate the variances for the basic sampling interval and 
Alerefore are in a position to analyze the influence of sam-
pling interval on the best approximation to the continuous 
process-the process with smallest i.e., basic sampling 
interval. 

EXAMPLES 

In the following we present the simulation results for a set 
of processes identified using different sampling intervals 
and controlled using minimum variance controllers performing 
with different sampling intervals. 	The simulation models 
already described are used to calculate the input/output 
variances for different hTs' The weighting factor Q is 
used as a pa gamete L. 	 -J 

(14) 
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Fig.3a. The discrete extrapolator 

Fig.3b. Minimum variance control simulation model with 

the controller parameters calculated at integer multiples 
of T

s and the process parameters calculated at Ts 

Example 1 

The model 

y(i) = z
-1 	0.01 	1+0.99 z

-1 
u(i) + 	e(i) 	(16) 

1-0.99 z
-1 	1-0.99 z

-1 

represents the model obtained by sampling the continuous 
process 

G(s) 
e -es (17) 

 

1 + T1s 

assuming T1  = 1 , 6= 0 , Ts  = 0.01 and assuming that the 

disturbance is described by 

d(i) = 
1  + 0.99 z-1 

 
1-0.99 z-1 

e(i) 	 (18) 
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This choice of the disturbance model ensures that a 
sampling interval was used in the identification of 
model, Koutb [5). The parameters of the model (16) 
ction of the sampling interval hTs  are tabulated in 

Table 1 	Parameters of the model (16) 
for some hTs  

very small-1  
this 
as a fun-
Table 1. 

h k bo 

...- 
a1  c1  A 2 

1 1 0.01 -0.99 0.99 1 
2 1 0.019 -0.98 0.171 5.7 
3 1 0.029 -0.97 0.101 9.6 
4 1 0.039 -0.96 0.071 13.382 
5 1 0.049 -0.951 0.055 17.071 
6 1 0.058 -0.941 0.045 20.68 
7 1 0.067 -0.936 0.038 24.215 

The output variance of the process described by the model (16) 
for some hTs  and Q as a parameter is plotted in Fig. 4. The 
asymptotic line represents the maximum value of the output 
variance which may reach if the process under consideration 
is uncontrolled. 
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Fig.4. Output variance for some hTs  and 

Q as a parameter for the model (16) 	Q as a parameter for the model (16) 

From :Fig. 4 we see that the output variance increases by 
increasing h and / ;pr Q. In order to have an appreciable 
evaluation of the Ontrol performance under the action of 
contr.7-11ers perfoxting with different sampling intervals, 
we introduce the fallowing ratio 

Fig.5. Input variance for some hTs  and 
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r 	(var)h  / Var 

where (var)h denotes the minimum output variance of the cont-
rolled process for a given h and Var denotes the output variance 
of the process under condideration without control. This ratio 
is used as a measure of the control performance for different 
sampling intervals. The ratio (var)h / Var for the process 
described by the model (16) for some h and Q is tabulated in 
Table 2. 
Table 2 The ratio (var)h/Var for the process described by 

the model (16) for some h and Q. 

(var)h/Var 

h Q=0 Q=0.1 Q=10 

1 0.024 0.104 0.839 
2 0.067 0.137 0.85 
3 0.104 0.167 0.864 
4 0.139 0.196 0.872 
5 0.173 0.225 0.878 
6 0.206 0.252 0.882 
7 0.238 0.279 0.886 

The input variance of the process described by the model (16) 
for some hTs  and Q as a parameter is plotted in Fig. 5. From 
this figure we see that the input variance is very large for 
samll sampling intervals and decreases by increasing h and/or 

Example 2 

The model 
-1 

	

0.4 	1+0.6z  
y(i) = z-1 	u(i) + 	-1 e(i) 	(19) 

	

1-0.6z 	1-0.6z -1 

represents the model obtained by sampling the continuous 
process (17) assuming T1 = 1, 8 = 0 , Ts  = 0.511 and assuming 
that the disturbance is described by 

1+0.6z
-1  

d(i) 	e(i) 	 (20) 
1-0.6z

-1  

The parameters of the model (19) for some hTs  are tabulated 

in Table 3. 

Table 3 Paramerers of the model(19) for some hTs  

h k bo  a1 cl x7---- 

1 1 0.4 -0.6 0.6 1 
2 1 0.64 -0.3 0.143 2.517 

3 1 0.784 -0.216 0.072 3.98 

4 1 0.87 -0.129 0.041 3.156 

5 1 0.922 -0.077 0.024 3.216 

6 1 0.953 -0.046 0.014 3.238 

7 1 0.972 -0.028 0.008 3.24 

The output variance cf the process described by the model (19) 
for some hTs 	= 0 	plotted in Fig. 6. From this figure 
we see tf.,at the 	vzJ.1- 1c.- ce has approximately the same -J 
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r" value for h 	3. The ratio (var)h/Var for the process describll  
ed by the model (19) for some h and Q = 0 is tabulated in Table 
4. Comparing the values for (var)h/Var in Table 2 with the corr-
esponding values in Table 4 shows the large deterioriation ach-
ieved in the control performance by increasing the sampling 
interval. 

Table 4 The ratio (var)h/Var for the process 
described by the model (19) for some 
hTs and Q = 0. 

(var) h/Var 

h Q=0 

1 0.745 
2 0.949 
3 0.981 
4 0.99 
5 0.994 
6 0.996 
7 0.998 

The input variance of the process described by the model (19) 
for some h and Q=0 is plotted in Fig. 7. 	From this figure 
we see that the input variances are very small compared to the 
input variances of the model (16) although the weighting factor 
equals zero. 

If! 

1•4 1nl owl •masil 
Ia•siloton rWlls 

N 

I 	I • 

Fig.6. Output variance for some 

hT
s and 0=0 for the model (19) 

Fig.7. Input variance for some 

tat
s and Q=0 for the model (19) 

CONCLUSIONS 

The performance of minimum variance control systems was disc- 
ussed for a set of processes which have been indentified using 
different sampling intervals and controlled using minimum var- 

Liance controllers performing with different sampling intervals) 
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r7he following results are deduced: 	 1 

It is possible to analyze the influence of sampling interv-
al on minimum variance control systems using digital simulation 
technique. 

2. Two simulation models were proposed for the calculations of 
the input/output variances of the controlled process for sampl-
ing intervals that are integer multiples of the basic sampling 
interval. In the first simulation model, the input/output var-
iances for different hTs  are calculated using the input/output 
observations and models for the corresponding hTs. In the secs 
and simulation model, the input/output variances for different 
hTs  are calculated using the input/output observations and models 
always for the basic sampling interval. 

3. The performance of the minimum variance control system was 
discussed for the following cases: 

A. Sampling intervals small compared to the samllest time 
constant of the continuous process. 

B. Sampling intervals comparable to the smallest time const-
ant of the continuous process. 

C. Sampling intervals very large compared to the smallest 
time constant of the continuous process. 

For sampling intervals small compared to the smallest time 
constant, the minimum variance control system has the foll-
owing characteristics: 

1. For small values of the weighting factor Q, the output 
variance for the control system is very small compared with 
the output variance for the uncontrolled process. 

2. For larger values of Q, the output variance for the cont-
rol system is near to the output variance for the uncontrolled 
process. 

3. The input variance for small Q can be reduced to very 
small values using large values of Q. 

4. By increasing the sampling interval the input variance 
decreases at the expense of increasing the output variance. 

B. For sampling intervals comparable to the smallest time 
constant, the minimum variance control system has the follow-. 
ing characteristics: 

1. For small values of Q the output variance for the control 
system is not small compared with the output variance of the 
uncontrolled process. 

2. For large values of Q the output variance for the control 
system does not increase much more than its value for small 
values of Q. In other words, Q has less influence on the con-
trol performance. 
3. The input variance is small and can be reduced further 
using large values of Q. 

C. For very large sampling intervals, the input variance rea-
ches zero even fir Q=0 and the output variance reaches the val-
ue of the ru_yt valiance for the uncontrolled process. 

L 
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